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(57) ABSTRACT

Systems and methods for generating a depthmap for images
of structures in a geographic area are provided. In some
aspects, a method includes dividing the area into cells. Each
of the cells is visible in no more than a threshold number of
images. The method also includes: generating, using multi-
view stereo processing, a set of three-dimensional (3D) points
of structures in each of the cells based on the images associ-
ated with a corresponding one of the cells; generating a mesh
mode] of the structures in each of the cells based on the set of
3D points for a corresponding one of the cells; identifying one
or more of the mesh models visible in a corresponding one of
the images; and generating a depthmap for each of the images
based on the identified one or more mesh models visible in a
corresponding one of the images.
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_S_Eart D 200

divide the geographic area into a plurality of coarse cells, wherein each of
the plurality of coarse cells is visible in no more than a first threshold
number of a plurality of low-resolution images
$202

y

generate, using multi-view stereo processing, a set of coarse three-
dimensional (3D) points of one or more structures in each of the plurality
of coarse cells based on the plurality of low-resolution images associated
with a corresponding one of the plurality of coarse cells
S204

v

divide the geographic area into a plurality of fine cel]s; wherein each of
the plurality of fine cells is visible in no more than a second threshold
number of a plurality of high-resolution images
S206

:

generate, using multi-view stereo processing, a set of fine 3D points of the
one or more structures in each of the plurality of fine cells based on at
least a portion of the set of coarse 3D points generated for a
corresponding one of the plurality of coarse cells and based on the
plurality of high-resolution images associated with a corresponding one of|
the plurality of fine cells
$208

v

generate a mesh model of the one or more structures in each of the
plurality of fine cells based on the set of fine 3D points for a
corresponding one of the plurality of fine cells
S210

!

identify one or more of the mesh models visible in a corresponding one of
the plurality of high-resolution images
S212

v

gencrate a depthmap for each of the plurality of high-resolution images
based on the identified one or more mesh models visible in a
corresponding one of the plurality of high-resolution images
S214

I

CEnd )

FIG. 2
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1
SYSTEMS AND METHODS FOR
GENERATING DEPTHMAPS

CROSS-REFERENCES TO RELATED
APPLICATIONS

The present application claims the benefit of U.S. Provi-
sional Patent Application Ser. No. 61/524,300, entitled “Sys-
tems and Methods for Generating Depthmaps,” filed on Aug.
16, 2011, which is hereby incorporated by reference in its
entirety for all purposes.

FIELD

The subject technology generally relates to depthmap gen-
eration and, in particular, relates to systems and methods for
generating depthmaps for images of structures in an area.

BACKGROUND

Aerial images of structures may be used in maps to convey
two-dimensional positional information of the structures.
However, these images do not convey geometry and/or depth
information of the structures. The geometry and/or depth
information of the structures may be useful for three-dimen-
sional structure modeling as well as geometry-based render-
ing applications.

SUMMARY

According to various aspects of the subject technology, a
computer-implemented method for generating a depthmap
for images of structures in a geographic area is provided. The
method comprises dividing the geographic area into a plural-
ity of coarse cells. Each of the plurality of coarse cells is
visible in no more than a first threshold number of a plurality
of low-resolution images. The method also comprises gener-
ating, using multi-view stereo processing, a set of coarse
three-dimensional (3D) points of one or more structures in
each of the plurality of coarse cells based on the plurality of
low-resolution images associated with a corresponding one
of the plurality of coarse cells. The method also comprises
dividing the geographic area into a plurality of fine cells. Each
of'the plurality of fine cells is visible in no more than a second
threshold number of a plurality of high-resolution images.
The method also comprises generating, using multi-view ste-
reo processing, a set of fine 3D points of the one or more
structures in each of the plurality of fine cells based on at least
a portion of the set of coarse 3D points generated for a cor-
responding one of the plurality of coarse cells and based on
the plurality of high-resolution images associated with a cor-
responding one of the plurality of fine cells. The method also
comprises generating a mesh model of the one or more struc-
tures in each of the plurality of fine cells based on the set of
fine 3D points for a corresponding one of the plurality of fine
cells. The method also comprises identifying one or more of
the mesh models visible in a corresponding one of the plural-
ity of high-resolution images. The method also comprises
generating a depthmap for each of the plurality of high-
resolution images based on the identified one or more mesh
models visible in a corresponding one of the plurality of
high-resolution images.

According to various aspects of the subject technology, a
system for generating a depthmap for images of structures in
a geographic area is provided. The system comprises a cluster
module configured to divide the geographic area into a plu-
rality of coarse cells and a plurality of fine cells. Each of the
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2

plurality of coarse cells is visible in no more than a first
threshold number of a plurality of low-resolution images.
Each of the plurality of fine cells is visible in no more than a
second threshold number of a plurality of high-resolution
images. The system also comprises a three-dimensional (3D)
point module configured to generate, using multi-view stereo
processing, a set of coarse three-dimensional (3D) points of
one or more structures in each of the plurality of coarse cells
based on the plurality of low-resolution images associated
with a corresponding one of the plurality of coarse cells. The
3D point module is further configured to generate, using
multi-view stereo processing, a set of fine 3D points ofthe one
or more structures in each of the plurality of fine cells based
on at least a portion of the set of coarse 3D points generated
for a corresponding one of the plurality of coarse cells and
based on the plurality of high-resolution images associated
with a corresponding one of the plurality of fine cells. The
system also comprises a mesh generation module configured
to generate a mesh model of the one or more structures in each
of'the plurality of fine cells based on the set of fine 3D points
for a corresponding one of the plurality of fine cells. The
system also comprises a mesh identification module config-
ured to identify one or more of the mesh models visible in a
corresponding one of the plurality of high-resolution images.
The system also comprises a depthmap module configured to
generate a depthmap for each of the plurality of high-resolu-
tion images based on the identified one or more mesh models
visible in a corresponding one of the plurality of high-reso-
Iution images.

According to various aspects of the subject technology, a
machine readable medium encoded with executable instruc-
tions for generating a depthmap for images of structures in a
geographic area is provided. The instructions comprise code
for dividing the geographic area into a plurality of cells. Each
of' the plurality of cells is visible in no more than a threshold
number of a plurality of images. The instructions also com-
prise code for generating, using multi-view stereo processing,
a set of three-dimensional (3D) points of one or more struc-
tures in each of the plurality of cells based on the plurality of
images associated with a corresponding one of the plurality of
cells. The instructions also comprise code for generating a
mesh model of the one or more structures in each of the
plurality of cells based on the set of 3D points for a corre-
sponding one of the plurality of cells. The instructions also
comprise code for identifying one or more of the mesh models
visible in a corresponding one of the plurality of images. The
instructions also comprise code for generating a depthmap for
each of the plurality of images based on the identified one or
more mesh models visible in a corresponding one of the
plurality of images.

Additional features and advantages of the subject technol-
ogy will be set forth in the description below, and in part will
be apparent from the description, or may be learned by prac-
tice of the subject technology. The advantages of the subject
technology will be realized and attained by the structure
particularly pointed out in the written description and claims
hereof as well as the appended drawings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide further
explanation of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included to pro-
vide further understanding of the subject technology and are
incorporated in and constitute a part of this specification,
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illustrate aspects of the subject technology and together with
the description serve to explain the principles of the subject
technology.

FIG. 1 illustrates an example of a system for generating a
depthmap for images of one or more structures in a geo-
graphic area, in accordance with various aspects of the sub-
ject technology.

FIG. 2 illustrates an example of a method for generating a
depthmap for images of one or more structures in a geo-
graphic area, in accordance with various aspects of the sub-
ject technology.

FIG. 3 illustrates an example of generating a coarse cell, in
accordance with various aspects of the subject technology.

FIG. 4 illustrates an example of merging portions of a
geographic area together to generate coarse cells, in accor-
dance with various aspects of the subject technology.

FIG. 5 illustrates an example of a coarse 3D point set of a
structure in a coarse cell, in accordance with various aspects
of the subject technology.

FIG. 6 illustrates an example of a coarse cell being divided
into fine cells, in accordance with various aspects of the
subject technology.

FIG. 7 illustrates an example of dividing coarse cells to
generate fine cells, in accordance with various aspects of the
subject technology.

FIG. 8 illustrates an example of a fine 3D point set, in
accordance with various aspects of the subject technology.

FIG. 9 illustrates an example of dividing fine cells into
sub-regions, in accordance with various aspects of the subject
technology.

FIG. 10 illustrates an example of mesh models visible
within a field of view of a camera, in accordance with various
aspects of the subject technology.

FIG. 11 is a block diagram illustrating components of a
controller, in accordance with various aspects of the subject
disclosure.

DETAILED DESCRIPTION

In the following detailed description, numerous specific
details are set forth to provide a full understanding of the
subject technology. It will be apparent, however, to one ordi-
narily skilled in the art that the subject technology may be
practiced without some of these specific details. In other
instances, well-known structures and techniques have not
been shown in detail so as not to obscure the subject technol-
ogy.

For mapping applications, images of structures in a geo-
graphic area may be obtained in various ways. For example,
cameras may be mounted on a plane or some other elevated
area to capture aerial images of the structures. Cameras
mounted on a satellite may capture satellite images of the
structures. Cameras on the ground may also be used to cap-
ture ground-level images of the structures. The structures can
be natural structures (e.g., hills, mountains, valleys, etc.) or
artificial, man-made structures (e.g., buildings, towers,
bridges, signs, billboards, etc.). According to certain aspects,
oblique images (e.g., aerial images taken of the structures
from about a 45-degree angle from a normal to a surface of the
Earth) are preferably used for mapping applications because
these images generally provide a view of both a top of the
structures and a side of the structures. However, oblique
images taken of the structures from angles greater than or less
than the 45-degree angle may also be used, provided that the
top of the structures and the side of the structures are visible.

The images of the structures typically do not convey geom-
etry and/or depth information of the structures. The geometry
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4

and/or depth information of the structures may be useful for
three-dimensional (3D) structure modeling as well as geom-
etry-based rendering applications. According to various
aspects of the subject technology, depthmaps may be gener-
ated for these images.

In some aspects, a four-stage process may be utilized to
generate the depthmaps. In a first stage, the geographic area
may be divided into cells such that a subset of the total number
of images of the area is processed together for each cell to
generate the depthmaps. This division is useful because the
total number of images ofthe geographic area captured can be
large in volume (e.g., hundreds of thousands of images can be
captured for a city), and due to memory limitations, generat-
ing depthmaps for all the images together can be difficult.
Thus, in the first stage, the area may be divided into cells,
wherein each cell is visible in no more than a specified thresh-
old number of the images. The images for each cell are clus-
tered together.

In a second stage, the cluster of images for each cell may be
processed, using multi-view stereo processing, to generate a
set of 3D points of the structures in each cell. In a third stage,
a mesh model of the structures may be generated per cell
using the set of 3D points from the second stage. The mesh
model can be generated, for example, by using a Poisson
surface reconstruction operation to convert the 3D points into
the mesh model. Trimming can be performed to correct for
any defects from the Poisson surface reconstruction opera-
tion. In a fourth stage, the mesh models may be rendered into
the images in which they are visible to produce the depth-
maps.

FIG. 1 illustrates an example of system 100 for generating
a depthmap for images of one or more structures in a geo-
graphic area, in accordance with various aspects of the sub-
ject technology. System 100 comprises cluster module 102,
3D point module 104, mesh generation module 106, mesh
identification module 108, and depthmap module 110. These
modules may be in communication with one another. In some
aspects, the modules may be implemented in software (e.g.,
subroutines and code). In some aspects, some or all of the
modules may be implemented in hardware (e.g., an Applica-
tion Specific Integrated Circuit (ASIC), a Field Program-
mable Gate Array (FPGA), a Programmable Logic Device
(PLD), a controller, a state machine, gated logic, discrete
hardware components, or any other suitable devices) and/or a
combination of both. Additional features and functions of
these modules according to various aspects of the subject
technology are further described in the present disclosure.

According to certain aspects, system 100 may be utilized to
implement the four-stage process described above. As dis-
cussed above, the geographic area may be divided into cells in
the first stage, wherein each cell is visible in no more than a
specified threshold number of the images. The visibility of a
particular cell can be determined by using camera informa-
tion. For example, when a camera obtains a particular image,
camera information can be stored in that particular image as
metadata. This camera information may include the time
when the camera captured the particular image, the position
and/or orientation of the camera at that time, the visible
surface region estimate of the camera as projected onto the
Earth’s surface, and other suitable information. For example,
if the particular cell intersects with the visible surface region
estimate of the camera as projected onto the Earth’s surface,
then the particular cell may be considered visible in the image
storing that metadata. However, the visibility of a particular
cell may also be based on whether or not any of the structures
in or around the cell are obstructing the view of the camera,
thereby rendering the camera information associated with the
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particular image to be inaccurate. Without a proper recon-
struction of the structures (which is performed in the second
stage using 3D point reconstruction), it may not be possible to
determine with accuracy the visibility of a particular cell in
the first stage. This is attune to a “chicken or the egg” prob-
lem.

Aspects of the subject technology solve the foregoing
problem by repeating the first stage and the second stage,
wherein in the first iteration, coarse cells of the geographic
area are created and the visibility of each of the coarse cells is
roughly determined based on the camera information associ-
ated with the images and not on any of the structures. The
images of the structures used for the coarse cells may be
low-resolution images. After the first iteration, 3D points of
the structures in the area are generated. In the second itera-
tion, fine cells of the geographic area are generated. In con-
trastto the low-resolution images used for the coarse cells, the
images of the structures used for the fine cells may be high-
resolution images. The visibility of each of the fine cells can
be more accurately determined by using not only the camera
information associated with the high-resolution images, but
also the 3D points of the structures generated from the first
iteration. With the 3D points of the structures, it can be deter-
mined if any of the structures are obstructing the visibility of
any particular fine cell. Because only an approximate 3D
model of the structures is needed to make such a determina-
tion, low-resolution images may be used for the coarse cells
rather than high-resolution images. The use of the low-reso-
Iution images allows the first iteration to be implemented
more quickly.

According to certain aspects, more than one system, such
as system 100, may be used to implement the four-stage
process (including the repetition of the first and second
stages) for different parts of the geographic area to reduce the
total amount of time needed to generate the depthmaps. As
discussed above, as many as several hundred thousands of
images of a geographic area, such as a city, can be acquired.
Multiple systems, as many as two thousand different systems,
may be used in parallel to process the images to generate the
depthmaps. However, a greater number or a fewer number of
systems may be used depending on the desired time to gen-
erate the depthmaps, the number of images acquired, the
hardware associated with each of the systems, etc. Each of the
multiple systems may implement the four-stage process for a
different part of the geographic area to generate one or more
depthmaps associated with a corresponding part.

FIG. 2 illustrates an example of method 200 for generating
a depthmap for images of one or more structures in a geo-
graphic area, in accordance with various aspects of the sub-
jecttechnology. Method 200 incorporates the 4-stage process
discussed above, along with the repetition of the first stage
and the second stage. Steps S202 and S204 correspond to the
first stage and the second stage, respectively, of the first itera-
tion. Steps S206 and S208 correspond to the first stage and the
second stage, respectively, of the second iteration. Step S210
corresponds to the third stage. Steps S212 and S214 corre-
spond to the fourth stage.

In an initialization step at the “Start” of method 200, cluster
module 102 may receive a plurality ofhigh-resolution images
(e.g., at least 25 megapixel images) of the structures in the
geographic area. However, a greater resolution or a lower
resolution (compared to 25 megapixels) may be used depend-
ing on the desired quality of the depthmap to be generated.
The plurality of high-resolution images may be obtained by
using the various methods described above. Preferably, these
images are oblique images. Cluster module 102 may also
generate a low-resolution image based on a corresponding
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one of the plurality of high-resolution images (e.g., by down
sampling the high-resolution images or using other suitable
techniques to lower the resolution of the high-resolution
images). For example, a low-resolution image may have Visth
the resolution of a corresponding high-resolution image.

According to step S202, cluster module 102 divides the
geographic area into a plurality of coarse cells, wherein each
of'the plurality of coarse cells is visible in no more than a first
threshold number of the plurality of low-resolution images. In
some aspects, each of the plurality of coarse cells may also
include the space above and/or below each respective coarse
cell. FIG. 3 illustrates an example of generating a coarse cell
14, in accordance with various aspects of the subject technol-
ogy. As shown, geographic area 10 is initially divided into
various portions (e.g., portions 12a and 125), which may also
include the space above and/or below each respective portion.
In some aspects, these portions may be equally sized, and may
serve as an initial frame ofreference for determining which of
the plurality of low-resolution images corresponds to a given
portion of geographic area 10. As shown, cameras C1,C2, C3,
and C6 may each obtain a high-resolution image of portion
124, while cameras C1, C4, C5, and C6 may each obtain a
high-resolution image of portion 125. These high-resolution
images may be converted into corresponding low-resolution
images as discussed above. Each of the cameras may repre-
sent a respective image (either high-resolution or low-reso-
Iution) of the portions of area 10. As discussed above, each of
these images may comprise metadata that includes a visible
surface region estimate of geographic area 10. The visible
surface region estimate may comprise latitude and longitude
information of geographic area 10. For example, the visible
surface region estimate may comprise a rectangle with sides
defined by latitude and longitude coordinates. This rectangle
may be projected onto the surface of the Earth and correspond
to what is viewable by a particular camera.

In some aspects, the visibility of any of the portions of area
10 is based on whether a particular portion of geographic area
10 intersects with a corresponding one of the visible surface
region estimates. For example, the visible surface region esti-
mates of cameras C1, C2, C3, and C6 may intersect with
portion 12a. Thus, portion 12a may be considered visible in
the images obtained by cameras C1, C2, C3, and C6. Simi-
larly, the visible surface region estimates of cameras C1, C4,
CS5, and C6 may intersect with portion 126. Thus, portion 125
may be considered visible in the images obtained by cameras
C1, C4, C5, and C6.

Geographic area 10 may be initially divided into portions
such that each portion of geographic area 10 is visible inabout
40-50 high-resolution images. However, as discussed above,
only a rough approximation of the 3D points is needed in the
firstiteration. Thus, the plurality of the low-resolution images
may be used instead. Because processing low-resolution
images is less memory intensive than high-resolution images,
a larger number of low-resolution images may be processed
together to generate the 3D points. As a result, portions of
geographic area 10 may be merged together to generate a
coarse cell that is visible in a larger number of low-resolution
images compared to the 40-50 high-resolution images. For
example, portions of area 10 may be merged together to form
aplurality of coarse cells, each of which is visible in no more
than a threshold number of 300 low-resolution images. The
low-resolution images corresponding to each coarse cell may
then be processed together to generate the 3D points. How-
ever, a greater threshold number or lower threshold number of
low-resolution images may be processed together depending
on the desired time to generate the depthmaps.
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In the example shown in FIG. 3, portions 12a and 1256 may
be merged together to form coarse cell 14. While each of
portions 12a and 1246 are visible in four high-resolution
images each, portions 12a and 126 may be merged together to
form coarse cell 14 that is visible in the six low-resolution
images obtained by cameras C1, C2, C3, C4,CS5, and C6. This
process may be repeated with other portions of geographic
area 10 to generate other coarse cells that are visible in no
more than the threshold number of low-resolution images.

FIG. 4 illustrates an example of merging portions 12a, 125,
12¢, 12d, 12e, 12f, 12g, and 12/ of geographic area 10
together to generate coarse cells 14a and 145, in accordance
with various aspects of the subject technology. In this
example, the threshold is shown as 20 low-resolution images.
However, other suitable values for the threshold may be used,
such as the threshold of 300 low-resolution images as dis-
cussed above. In FIG. 4, each portion is shown with a corre-
sponding number representing the number of low-resolution
images that each portion is visible in. For example, portion
12a is visible in 4 low-resolution images, portion 125 is
visible in 4 low-resolution images, portion 12¢ is visible in 11
low-resolution images, and so on. Each of these portions is
visible in less than 20 low-resolution images. Thus, some or
all of the portions may be merged together without forming
larger portions that exceed the threshold. For example, por-
tions 12a¢ and 126 may be merged together. As a result, por-
tions 12a and 125, when merged together, are visible in 8
low-resolution images, as illustrated by the node above por-
tions 12a and 126b.

Note, however, that some of the portions may be visible in
the same image. For example, while portion 12¢ is visible in
11 images, portion 12d is visible in 12 images, some of which
are the same images as associated with portion 12¢. Thus,
when portions 12¢ and 124 are merged together, the resulting
merged portion may still be visible in less than the threshold
of 20 low-resolution images. For example, portions 12¢ and
12d, when merged together, are visible in 14 low-resolution
images, as illustrated by the node above portions 12¢ and 124d.
Portions 12a, 125, 12¢, and 124 may again be merged
together to form coarse cell 14a, which is visible in 16 low-
resolution images and does not exceed the threshold of 20
low-resolution images, as illustrated by the node above por-
tions 12a, 125, 12¢, and 124. Similarly, portions 12e,12f,12g,
and 12/ may be merged together to form coarse cell 145,
which is visible in 20 low-resolution images and does not
exceed the threshold. Portions of area 10 may be merged in
this manner such that each coarse cell formed is visible in no
more than the threshold number of low-resolution images.

Returning to FIGS. 1 and 2, according to step S204, 3D
point module 104 may generate, using multi-view stereo pro-
cessing, a set of coarse 3D points of one or more structures in
each ofthe plurality of coarse cells (formed according to step
S202) based on the plurality of low-resolution images asso-
ciated with a corresponding one of the plurality of coarse
cells. For example, a set of coarse 3D points for a particular
coarse cell may be generated based on the low-resolution
images in which that particular coarse cell is visible. In some
aspects, patch-based multi-view stereo processing may be
used to generate the coarse 3D points. Multi-view stereo
processing may involve decomposing a collection of images
into a set of overlapping sets of images, and merging the
resulting reconstructions, thereby yielding 3D points of struc-
tures visible in the collection of images. Each of these 3D
points may comprise a surface portion and a pointer normal to
the surface portion. Thus, the 3D points may be oriented in a
particular direction to provide an accurate depiction of a
particular structure.
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FIG. 5 illustrates an example of a coarse 3D point set 16 of
a structure in coarse cell 14, in accordance with various
aspects of the subject technology. As shown, the coarse 3D
point set 16 is arranged in an outline of a building. Returning
to FIG. 2, while steps S202 and S204 correspond to the first
stage and the second stage, respectively, of the first iteration,
steps S206 and S208 correspond to the first stage and the
second stage, respectively, of the second iteration. As dis-
cussed above, after the first iteration, coarse 3D points of the
structures in geographic area 10 are generated. In the second
iteration, fine cells of geographic area 10 are generated,
wherein the visibility of each of the fine cells can be more
accurately determined by using the camera information asso-
ciated with the high-resolution images in addition to the
coarse 3D points of the structures generated from the first
iteration. For example, in the second iteration, each of the
plurality of coarse cells from the first iteration may be divided
into a plurality of fine cells, each of which is visible in no
more than a second threshold number of the plurality of
high-resolution images.

According to step S206, cluster module 102 may divide
geographic area 10 into a plurality of fine cells, wherein each
of the plurality of fine cells is visible in no more than the
second threshold number of the plurality of high-resolution
images. In some aspects, each ofthe plurality of fine cells may
also include the space above and/or below each respective
fine cell. For example, each of the plurality of coarse cells
generated in step S202 may be divided into a plurality of fine
cells. Because the coarse 3D points of the structures are
generated in the first iteration, the visibility of each of the
plurality of fine cells can now be determined more accurately
with knowledge of whether or not the structures (e.g., as
determined from the coarse 3D points) may obstruct a view of
any particular camera. Furthermore, the high-resolution
images provide more accurate visibility information com-
pared to the low-resolution images used in the first iteration.
However, because processing the high-resolution images to
generate fine 3D points may be memory-intensive compared
to the low-resolution images, a fewer number of high-resolu-
tion images can be processed for each fine cell compared to
the number of low-resolution images for each coarse cell.
Thus, the second threshold number may be less than the first
threshold number. For example, the second threshold number
may be between 40-60 high-resolution images. However, a
greater threshold number or lower threshold number of high-
resolution images may be processed together depending on
the desired time to generate the depthmaps. According to
certain aspects, high-resolution images that do not provide a
view of a particular fine cell (because of an obstruction by a
structure) can be removed from processing, thereby provid-
ing an additional way to reduce the number of high-resolution
images to be processed.

FIG. 6 illustrates an example of coarse cell 14 being
divided into fine cells 184 and 185, in accordance with vari-
ous aspects of the subject technology. As discussed above in
the example of FIG. 3, coarse cell 14 may be considered
visible in the six low-resolution images from cameras C1, C2,
C3,C4, C5, and C6 because coarse cell 14 intersects with the
visible surface region estimates of cameras C1, C2, C3, C4,
C5, and C6. Fine cells 18a and 185 are visible in a lower
number of high-resolution images compared to coarse cell 14.
The visibility of fine cells 18a and 185, however, is not just
based on the visible surface region estimates of respective
cameras, but also based on the coarse 3D point set 16 gener-
ated in the first iteration. For example, as shown in FIG. 6, fine
cell 185 may be considered visible in the four images from
cameras C1, C4, CS5, and C6 if only the visible surface region
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estimates of cameras C1, C4, C5, and C6 were considered.
However, using the coarse 3D point set 16 generated from the
first iteration, it is now known that the structure depicted by
the coarse 3D point set 16 obstructs the view of camera C1.
Thus, by using the coarse 3D point set 16, it can be deter-
mined that fine cell 185 is visible only in the images of
cameras C4, C5, and C6, and not C1. According to certain
aspects, a fine cell may be considered visible in a particular
image if Y/X=K, where X is the number of coarse 3D points
that are inside the fine cell, Y is the number of coarse 3D
points that are inside the fine cell and project inside the
particular image, and K is a visibility factor.

For example, K may be a ratio of Y to X, which may
indicate the number of coarse 3D points that are visible in the
fine cell compared to the total number of coarse 3D points
inside the fine cell. If the image sees the entire fine cell, then
K may be 1, and the image can be used to reconstruct the fine
cell. On the other hand, if the image does not see the fine cell,
then K may be 0. If K is too large, however, then the image
may be too focused on the particular fine cell, and may not be
able to see other fine cells. However, if K is too small, then the
image may see too many fine cells and not be focused enough
on the particular fine cell. Thus, according to certain aspects,
K may preferably be between 0.4 and 0.6.

FIG. 7 illustrates an example of dividing coarse cells 14a
and 1450 generate fine cells 18a, 185, 18¢, 184, 18¢, and 18/,
in accordance with various aspects of the subject technology.
This example continues from the example shown in FIG. 4. In
the example of FIG. 4, the threshold number of low-resolu-
tion images is 20. In the current example of FIG. 7, the
threshold number of high-resolution images is 15. Thus,
coarse cells 14a and 145 can be divided into fine cells 184,
185, 18¢, 184, 18¢, and 18/, wherein each of these fine cells is
visible in no more than 15 high-resolution images. For
example, coarse cell 14a may be divided into fine cells 18a
and 185, wherein fine cell 18a is visible in 8 high-resolution
images while fine cell 186 is visible in 14 high-resolution
images, as illustrated by the respective nodes above fine cells
18a and 18b. Thus, fine cells 184 and 185 do not exceed the
threshold number of 15 high-resolution images.

Note that some of the fine cells may be visible in the same
image. For example, while fine cell 18a is visible in 8 images,
fine cell 185 is visible in 14 images, some of which are the
same images as associated with fine cell 18a. Thus, when fine
cells 18a and 185 are split from coarse cell 14a (which is
visible in 16 images), the number of images associated with
each of fine cells 18a and 184 do not necessarily add up to
exactly 16 images. As a result of the shared images between
the fine cells, it may be possible that the number of images
associated with a fine cell may not become less than the
threshold number no matter how many times the coarse cell is
split. For example, this problem may occur when the number
of' images at a child node (e.g., the node above fine cell 1854)
is more than about 0.7 times the number of images at a parent
node (e.g., the highest node above coarse cell 144a). In such a
case, coarse cell 14a may be divided such that the resulting
fine cells cover the same area (e.g., fine cells 185 and 18f), but
may be visible in different sets of images, wherein each set is
less than the threshold number of images.

Similar to coarse cell 14a, coarse cell 145 may be divided
into fine cells 18¢, 184, and 18e. Fine cell 18¢ is visible in 7
high-resolution images, fine cell 184 is visible in 10 high-
resolution images, and fine cell 18¢ is visible in 7 high-
resolution images, none of which exceeds the threshold of 15
high-resolution images. According to certain aspects, after
each coarse cell is divided into the plurality of fine cells, each
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of the plurality of fine cells may be expanded by about
10-20%, thereby ensuring that neighboring fine cells fit
together seamlessly.

Returning to FIGS. 1 and 2, according to step S208, 3D
point module 104 may generate, using multi-view stereo pro-
cessing, a set of fine 3D points of the one or more structures
in each of the plurality of fine cells (e.g., generated in step
S206) based on at least a portion of the set of coarse 3D points
generated for a corresponding one of the plurality of coarse
cells and based on the plurality of high-resolution images
associated with a corresponding one of the plurality of fine
cells. For example, a set of fine 3D points for a particular fine
cell may be generated based on the high-resolution images in
which that particular fine cell is visible (the visibility of which
is based on at least a portion of the set of coarse 3D points
generated for a coarse cell that the particular fine cell is
divided from). In some aspects, patch-based multi-view ste-
reo processing may be used to generate the fine 3D points.

FIG. 8 illustrates an example of a fine 3D point set 20, in
accordance with various aspects of the subject technology. In
this example, fine 3D point set 20 is arranged in an outline of
a building. FIG. 8 also illustrates a camera C7, which may
represent the camera obtaining the particular high-resolution
image of the building represented by fine 3D point set 20. In
the corresponding depthmap of that particular high-resolu-
tion image, camera C7 serves as a point of reference for
determining the depth of the building. For example, the depth
of the building is represented by the distance between a par-
ticular point of the building to the position of camera C7, as
shown by visibility line 22a. However, because the fine 3D
point set 20 is not continuous, there may be certain gaps in the
fine 3D point set 20 that would allow camera C7 to “see
through” the building, as illustrated by visibility line 22b.
This problem may be addressed by generating a mesh model
of the building, as illustrated by mesh model 24 in FIG. 8.
Because mesh model 24 does not have any gaps, neither
visibility line 22a or 225 can see through mesh model 24, and
the depth of the building can be accurately measured.

Returning to FIGS. 1 and 2, according to step S210, mesh
generation module 106 may generate amesh model ofthe one
or more structures in each of the plurality of fine cells based
on the set of fine 3D points (e.g., generated in step S208) for
acorresponding one of the plurality of fine cells. For example,
a mesh model of a structure in a particular fine cell may be
generated based on the set of fine 3D points generated for that
particular fine cell. In some aspects, the mesh model may be
generated by using a Poisson surface reconstruction opera-
tion to convert a corresponding set of fine 3D points into the
mesh model. Mesh generation module 106 may also trim the
mesh model to eliminate one or more disparities from corre-
sponding one or more structures.

Because high-resolution images may be used to generate
the set of fine 3D points for a particular fine cell, the number
of fine 3D points may also be very large in number (e.g., tens
to hundreds of millions of 3D points). Processing this large
number of fine 3D points using the Poisson surface recon-
struction operation can be memory-intensive. Thus, in a simi-
lar manner as described with respect to FIG. 7, each fine cell
may be divided into a plurality of sub-regions for processing,
wherein each sub-region is associated with no more than a
third threshold number of fine 3D points. For example, the
third threshold number may be 4 million fine 3D points.
However, a greater threshold number or lower threshold num-
ber offine 3D points may be processed together depending on
the desired time to generate the depthmaps.

FIG. 9 illustrates an example of dividing fine cells 184 and
185 into sub-regions 264, 265, 26¢, 26d, and 26¢, in accor-
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dance with various aspects of the subject technology. In this
example, 1 million is the third threshold number of fine 3D
points, and 1.6 million fine 3D points is associated with fine
cell 184 while 2 million fine 3D points is associated with fine
cell 184. Thus, fine cells 184 and 185 may be divided into
sub-regions 26a, 265, 26¢, 26d, and 26e¢, wherein each of
these sub-regions is associated with no more than 1 million
fine 3D points. For example, fine cell 18a may be divided into
sub-regions 264 and 265, wherein sub-region 26a is associ-
ated with 0.6 million fine 3D points while sub-region 265 is
associated with 1 million fine 3D points, as depicted by the
respective nodes above sub-regions 26a and 265. Thus, sub-
regions 26a and 265 do not exceed the threshold number of 1
million fine 3D points. Similarly, fine cell 185 may be divided
into sub-regions 26¢, 26d, and 26e. Sub-region 26¢ is associ-
ated with 0.6 million fine 3D points, sub-region 264 is asso-
ciated with 0.9 million fine 3D points, and sub-region 26e is
associated with 0.5 million fine 3D points, none of which
exceeds the threshold of 1 million fine 3D points.

Returning to FIGS. 1 and 2, according to step S212, mesh
identification module 108 may now identify one or more of
the mesh models (e.g., generated in step S210) that are visible
in a corresponding one of the plurality of high-resolution
images. For example, mesh identification module 108 may
identify which of the plurality of mesh models generated in
step S210 are visible in a particular image. Mesh modification
module 108 may identify a particular mesh model by com-
paring the position of that mesh model with the position of a
camera capturing that particular image. If any portion of the
mesh model intersects a projection from the camera to its
visible surface region estimate (e.g., the portion of the mesh
model is within the camera’s field of view), then that mesh
model is considered visible in the particular image. FIG. 10
illustrates an example of this concept, in accordance with
various aspects of the subject technology. Mesh model 24aq is
an example of a mesh model that is associated with fine cell
18a, while mesh model 245 is an example of a mesh model
that is associated with fine cell 184. because both mesh mod-
els 24a and 245 are within the field of view of camera C7,
these mesh models are visible in the image obtained by cam-
era C7. Thus, mesh identification module 108 may identify
mesh models 24a and 245 as mesh models that are visible in
the image obtained by camera C7.

Returning to FIGS. 1 and 2, according to step S214, depth-
map module 110 may generate a depthmap for each of the
plurality of high-resolution images based on the identified
one or more mesh models visible in a corresponding one of
the plurality of high-resolution images. In particular, depth-
map module 110 may render the identified one or more mesh
models (e.g., identified in step S212) into corresponding ones
of the plurality of high-resolution images. In a high-resolu-
tion image that sees a plurality of mesh models (e.g., mesh
models 24a and 24b), the plurality of mesh models visible in
that image may be combined. In some aspects, the depth of
the closest surface of the plurality of mesh models to a camera
may be utilized in generating a depth value, for example, by
using a z-buffer method or other depth computation methods.

FIG. 11 is a block diagram illustrating components of
controller 1100, in accordance with various aspects of the
subject disclosure. Controller 1100 comprises processor
module 1104, storage module 1110, input/output (I/O) mod-
ule 1108, memory module 1106, and bus 1102. Bus 1102 may
be any suitable communication mechanism for communicat-
ing information. Processor module 1104, storage module
1110, I/O module 1108, and memory module 1106 are
coupled with bus 1102 for communicating information
between any of the modules of controller 1100 and/or infor-
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mation between any module of controller 1100 and a device
external to controller 1100. For example, information com-
municated between any of the modules of controller 1100
may include instructions and/or data. In some aspects, bus
1102 may be a universal serial bus. In some aspects, bus 302
may provide Ethernet connectivity.

Insome aspects, processor module 1104 may comprise one
or more processors, where each processor may perform dif-
ferent functions or execute different instructions and/or pro-
cesses. For example, one or more processors may execute
instructions for generating a depthmap and one or more pro-
cessors may execute instructions for input/output functions.

Memory module 1106 may be random access memory
(“RAM”) or other dynamic storage devices for storing infor-
mation and instructions to be executed by processor module
1104. Memory module 1106 may also be used for storing
temporary variables or other intermediate information during
execution of instructions by processor 1104. In some aspects,
memory module 1106 may comprise battery-powered static
RAM, which stores information without requiring power to
maintain the stored information. Storage module 1110 may
be a magnetic disk or optical disk and may also store infor-
mation and instructions. In some aspects, storage module
1110 may comprise hard disk storage or electronic memory
storage (e.g., flash memory). In some aspects, memory mod-
ule 1106 and storage module 1110 are both a machine-read-
able medium.

Controller 1100 is coupled via I/O module 1108 to a user
interface for providing information to and/or receiving infor-
mation from an operator of system 100. For example, this
information may be initialization variables such as the first
threshold number, the second threshold number, the third
threshold number, and any other suitable variables. The user
interface may be a cathode ray tube (“CRT”’) or LCD monitor
for displaying information to an operator. The user interface
may also include, for example, a keyboard or a mouse
coupled to controller 1100 via /O module 1108 for commu-
nicating information and command selections to processor
module 1104.

According to various aspects of the subject disclosure,
methods described herein are executed by controller 1100.
Specifically, processor module 1104 executes one or more
sequences of instructions contained in memory module 1106
and/or storage module 1110. In one example, instructions
may be read into memory module 1106 from another
machine-readable medium, such as storage module 1110. In
another example, instructions may be read directly into
memory module 1106 from I/O module 1108, for example
from an operator of system 100 via the user interface. Execu-
tion of the sequences of instructions contained in memory
module 1106 and/or storage module 1110 causes processor
module 1104 to perform methods to generate a depthmap for
images of one or more structures in an area. For example, a
computational algorithm for generating a depthmap for
images of one or more structures in an area may be stored in
memory module 1106 and/or storage module 1110 as one or
more sequences of instructions. Information such as the first
threshold number, the second threshold number, the third
threshold number, the plurality of images, 3D points, portions
of'the images, coarse cells, fine cells, sub-regions, mesh mod-
els, depthmaps, and other suitable information may be com-
municated from processor module 1104 to memory module
1106 and/or storage module 1110 via bus 1102 for storage. In
some aspects, the information may be communicated from
processor module 1104, memory module 1106, and/or stor-
age module 1110 to /O module 1108 via bus 1102. The
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information may then be communicated from /O module
1108 to an operator of system 100 via the user interface.

One or more processors in a multi-processing arrangement
may also be employed to execute the sequences of instruc-
tions contained in memory module 1106 and/or storage mod-
ule 1110. In some aspects, hard-wired circuitry may be used
in place of or in combination with software instructions to
implement various aspects of the subject disclosure. Thus,
aspects of the subject disclosure are not limited to any specific
combination of hardware circuitry and software.

The term “machine-readable medium,” or “computer-
readable medium,” as used herein, refers to any medium that
participates in providing instructions to processor module
1104 for execution. Such a medium may take many forms,
including, but not limited to, non-volatile media, and volatile
media. Non-volatile media include, for example, optical or
magnetic disks, such as storage module 1110. Volatile media
include dynamic memory, such as memory module 1106.
Common forms of machine-readable media or computer-
readable media include, for example, floppy disk, a flexible
disk, hard disk, magnetic tape, any other magnetic medium, a
CD-ROM, DVD, any other optical medium, punch cards,
paper tape, any other physical mediums with patterns of
holes,a RAM, a PROM, an EPROM, a FLLASH EPROM, any
other memory chip or cartridge, or any other medium from
which a processor can read.

The foregoing description is provided to enable a person
skilled in the art to practice the various configurations
described herein. While the subject technology has been par-
ticularly described with reference to the various figures and
configurations, it should be understood that these are for
illustration purposes only and should not be taken as limiting
the scope of the subject technology.

There may be many other ways to implement the subject
technology. Various functions and elements described herein
may be partitioned differently from those shown without
departing from the scope of the subject technology. Various
modifications to these configurations will be readily apparent
to those skilled in the art, and generic principles defined
herein may be applied to other configurations. Thus, many
changes and modifications may be made to the subject tech-
nology, by one having ordinary skill in the art, without depart-
ing from the scope of the subject technology.

It is understood that the specific order or hierarchy of steps
in the processes disclosed is an illustration of exemplary
approaches. Based upon design preferences, it is understood
that the specific order or hierarchy of steps in the processes
may be rearranged. Some of the steps may be performed
simultaneously. The accompanying method claims present
elements of the various steps in a sample order, and are not
meant to be limited to the specific order or hierarchy pre-
sented.

A phrase such as “an aspect” does not imply that such
aspect is essential to the subject technology or that such
aspect applies to all configurations of the subject technology.
A disclosure relating to an aspect may apply to all configu-
rations, or one or more configurations. An aspect may provide
one or more examples of the disclosure. A phrase such as an
“aspect” may refer to one or more aspects and vice versa. A
phrase such as an “embodiment” does not imply that such
embodiment is essential to the subject technology or that such
embodiment applies to all configurations of the subject tech-
nology. A disclosure relating to an embodiment may apply to
all embodiments, or one or more embodiments. An embodi-
ment may provide one or more examples of the disclosure. A
phrase such an “embodiment” may refer to one or more
embodiments and vice versa. A phrase such as a “configura-
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tion” does not imply that such configuration is essential to the
subject technology or that such configuration applies to all
configurations of the subject technology. A disclosure relat-
ing to a configuration may apply to all configurations, or one
or more configurations. A configuration may provide one or
more examples of the disclosure. A phrase such as a “con-
figuration” may refer to one or more configurations and vice
versa.

Furthermore, to the extent that the term “include,” “have,”
or the like is used in the description or the claims, such term
is intended to be inclusive in a manner similar to the term
“comprise” as “comprise” is interpreted when employed as a
transitional word in a claim.

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration” Any embodiment
described herein as “exemplary” is not necessarily to be con-
strued as preferred or advantageous over other embodiments.

A reference to an element in the singular is not intended to
mean “one and only one” unless specifically stated, but rather
“one or more.” The term “some” refers to one or more. All
structural and functional equivalents to the elements of the
various configurations described throughout this disclosure
that are known or later come to be known to those of ordinary
skill in the art are expressly incorporated herein by reference
and intended to be encompassed by the subject technology.
Moreover, nothing disclosed herein is intended to be dedi-
cated to the public regardless of whether such disclosure is
explicitly recited in the above description.

What is claimed is:

1. A computer-implemented method for generating a
depthmap for images of structures in a geographic area, the
method comprising:

dividing the geographic area into a plurality of coarse cells,

wherein each of the plurality of coarse cells is visible in
no more than a first threshold number of a plurality of
low-resolution images;
generating, using multi-view stereo processing, a set of
coarse three-dimensional (3D) points of one or more
structures in each of the plurality of coarse cells based on
the plurality of low-resolution images associated with a
corresponding one of the plurality of coarse cells;

dividing the geographic area into a plurality of fine cells,
wherein each of the plurality of fine cells is visible in no
more than a second threshold number of a plurality of
high-resolution images;

generating, using multi-view stereo processing, a set of fine

3D points of the one or more structures in each of the
plurality of fine cells based on at least a portion of the set
of coarse 3D points generated for a corresponding one of
the plurality of coarse cells and based on the plurality of
high-resolution images associated with a corresponding
one of the plurality of fine cells;

generating a mesh model of the one or more structures in

each of the plurality of fine cells based on the set of fine
3D points for a corresponding one of the plurality of fine
cells;

identifying one or more of the mesh models visible in a

corresponding one of the plurality of high-resolution
images; and

generating a depthmap for each of the plurality of high-

resolution images based on the identified one or more
mesh models visible in a corresponding one of the plu-
rality of high-resolution images,

wherein each of the plurality of low-resolution images

comprises metadata that includes a visible surface
region estimate of the geographic area, and wherein the
visibility of each of the plurality of coarse cells is based
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on the visible surface region estimates of corresponding
ones of the plurality of low-resolution images, and

wherein each of the plurality of coarse cells is visible in one
of the plurality of low-resolution images if the visible
surface region estimate of the one of the plurality of
low-resolution images intersects with a corresponding
one of the plurality of coarse cells.

2. The method of claim 1, further comprising:

receiving the plurality of high-resolution images; and

generating each of the plurality of low-resolution images

based on a corresponding one of the plurality of high-
resolution images.

3. The method of claim 2, wherein generating each of the
plurality of low-resolution images comprises down sampling
each of the plurality of high-resolution images.

4. The method of claim 1, wherein dividing the geographic
area into the plurality of fine cells comprises dividing each of
the plurality of coarse cells into corresponding ones of the
plurality of fine cells.

5. The method of claim 4, wherein the visibility of each of
the plurality of fine cells is based on at least a portion of the set
of coarse 3D points generated for a corresponding one of the
plurality of coarse cells.

6. The method of claim 1, wherein the second threshold
number is less than the first threshold number.

7. The method of claim 1, wherein the visible surface
region estimate comprises latitude and longitude information
of the geographic area.

8. The method of claim 1, wherein dividing the geographic
area into a plurality of coarse cells comprises:

identifying one or more portions of the geographic area

that are visible in each of the plurality of low-resolution
images; and

merging the one or more portions of the geographic area to

generate the plurality of coarse cells such that each of the
plurality of coarse cells is visible in no more than the first
threshold number of the plurality of low-resolution
images.

9. The method of claim 1, wherein each of the plurality of
fine cells is visible in one of the plurality of high-resolution
images it Y/X=K, where X is the number of coarse 3D points
that are inside a corresponding one of the plurality of fine
cells, Y is the number of coarse 3D points that are inside the
corresponding one of the plurality of fine cells and project
inside the one of the plurality of high-resolution images, and
K is a visibility factor.

10. The method of claim 9, wherein K is between 0.4 and
0.6.

11. The method of claim 1, wherein the multi-view stereo
processing is patch based.

12. The method of claim 1, wherein each coarse 3D point
and fine 3D point comprises a surface portion and a pointer
normal to the surface portion.

13. The method of claim 1, wherein generating the mesh
model comprises converting, using a Poisson surface recon-
struction operation, the set of fine 3D points for each of the
plurality of fine cells into corresponding one or more of the
mesh models.

14. The method of claim 1, further comprising trimming
the mesh model to eliminate one or more disparities from the
one or more structures in a corresponding one of the plurality
of fine cells.

15. The method of claim 1, wherein generating the depth-
map comprises rendering the identified one or more mesh
models into corresponding ones of the plurality of high-reso-
Iution images.
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16. A system for generating a depthmap for images of
structures in a geographic area, the system comprising:

a cluster module configured to divide the geographic area
into a plurality of coarse cells and a plurality of fine cells,
wherein each of the plurality of coarse cells is visible in
no more than a first threshold number of a plurality of
low-resolution images, wherein each of the plurality of
fine cells is visible in no more than a second threshold
number of a plurality of high-resolution images;

a three-dimensional (3D) point module configured to gen-
erate, using multi-view stereo processing, a set of coarse
three-dimensional (3D) points of one or more structures
in each of the plurality of coarse cells based on the
plurality of low-resolution images associated with a cor-
responding one of the plurality of coarse cells, wherein
the 3D point module is further configured to generate,
using multi-view stereo processing, a set of fine 3D
points of the one or more structures in each of the plu-
rality of fine cells based on at least a portion of the set of
coarse 3D points generated for a corresponding one of
the plurality of coarse cells and based on the plurality of
high-resolution images associated with a corresponding
one of the plurality of fine cells;

a mesh generation module configured to generate a mesh
model of the one or more structures in each of the plu-
rality of fine cells based on the set of fine 3D points for
a corresponding one of the plurality of fine cells;

a mesh identification module configured to identify one or
more of the mesh models visible in a corresponding one
of the plurality of high-resolution images; and

a depthmap module configured to generate a depthmap for
each of the plurality of high-resolution images based on
the identified one or more mesh models visible in a
corresponding one of the plurality of high-resolution
images,

wherein the mesh generation module is configured to
divide each of the plurality of fine cells into a plurality of
sub-regions, and wherein each of the plurality of sub-
regions is associated with no more than a third threshold
number of fine 3D points from the set of fine 3D points
associated with a corresponding one of the plurality of
fine cells.

17. The system of claim 16, wherein the cluster module is
configured to receive the plurality of high-resolution images
and to generate each of the plurality of low-resolution images
based on a corresponding one of the plurality of high-resolu-
tion images.

18. The system of claim 16, wherein the cluster module is
configured to divide each of the plurality of coarse cells into
corresponding ones of the plurality of fine cells.

19. The system of claim 16, wherein the cluster module is
configured to identify one or more portions of the geographic
area that are visible in each of the plurality of low-resolution
images and to merge the one or more portions of the geo-
graphic area to generate the plurality of coarse cells such that
each of the plurality of coarse cells is visible in no more than
the first threshold number of the plurality of low-resolution
images.

20. The system of claim 16, wherein the mesh generation
module is configured to convert, using a Poisson surface
reconstruction operation, the set of fine 3D points for each of
the plurality of fine cells into corresponding one or more of
the mesh models.

21. The system of claim 16, wherein the mesh generation
module is configured to trim the mesh model to eliminate one
or more disparities from the one or more structures in a
corresponding one of the plurality of fine cells.
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22. The system of claim 16, wherein the depthmap module
is configured to render the identified one or more mesh mod-
els into corresponding ones of the plurality of high-resolution
images.

23. A computer-implemented method for generating a
depthmap for images of structures in a geographic area, the
method comprising:

dividing the geographic area into a plurality of coarse cells,

wherein each of the plurality of coarse cells is visible in
no more than a first threshold number of a plurality of
low-resolution images;
generating, using multi-view stereo processing, a set of
coarse three-dimensional (3D) points of one or more
structures in each of the plurality of coarse cells based on
the plurality of low-resolution images associated with a
corresponding one of the plurality of coarse cells;

dividing the geographic area into a plurality of fine cells,
wherein each of the plurality of fine cells is visible in no
more than a second threshold number of a plurality of
high-resolution images;

generating, using multi-view stereo processing, a set of fine

3D points of the one or more structures in each of the
plurality of fine cells based on at least a portion of the set
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of coarse 3D points generated for a corresponding one of
the plurality of coarse cells and based on the plurality of
high-resolution images associated with a corresponding
one of the plurality of fine cells;

generating a mesh model of the one or more structures in
each of the plurality of fine cells based on the set of fine
3D points for a corresponding one of the plurality of fine
cells;

identifying one or more of the mesh models visible in a
corresponding one of the plurality of high-resolution
images; and

generating a depthmap for each of the plurality of high-
resolution images based on the identified one or more
mesh models visible in a corresponding one of the plu-
rality of high-resolution images,

wherein generating the mesh model comprises dividing
each of the plurality of fine cells into a plurality of
sub-regions, and wherein each of the plurality of sub-
regions is associated with no more than a third threshold
number of fine 3D points from the set of fine 3D points
associated with a corresponding one of the plurality of
fine cells.



